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This is a study of the degree of weak convergence under convexity of a sequence
of finite measures {,I, Lc on IRk, k ~ I. to the unit measure Let Q denote a
convex and compact subset of IRk. letfE C"'( Q l, m ~ O. satisfy a convexity condition
and let fl be a finite measure on Q. Using standard moment methods. upper bounds
and best upper bounds are obtained for ISQfdfl-f(xoll. They sometimes lead to
sharp inequalities which are attained for particular fl and! These estimates are bet-
ter than the corresponding ones found in the literature. (19S7 Academic Press. Inc.

1. INTRODUCTION

The flavor of this paper is conveyd by Proposition 1. It claims the
equivalence of the weak convergence of a sequence of finite measures
{,uJ/EI\J on [a,hJclR to the unit (Dirac) measure 6\(1' where xoE(a,h),
with the convergence of Jf d,uj to f(xo), where fE Cm

( [a, hJ) for some
m?: 0 is such that Ipml(t) - jlm)(xo)1 is convex in t. For this restricted class
of functions f we prove quantitative estimates on the above weak
convergence.

The main results are Theorems 3, 7 and the multidimensional Theorem
17.

The inequalities established are usually the best possible and are stronger
than the corresponding ones obtained from Shisha and Mond [17J, Mond
and Vasudevan [15J, Gonska [7J, Anastassiou [IJ and others.

Our work is related to the convergence of linear positive operators since,
by Riesz's representation theorem, the pointwise convergence of a sequence
of linear positive operators {L

1
} IE I'\J to the unit operator I acting on

C( [a, hJ), is equivalent to the weak convergence of a sequence of finite
measures {,Ill LE I\J to the unit (Dirac) measure at the given point.
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We start with
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2. PRELIMINARIES

PROPOSITION I. LeT m be an integer~ I. Let {pJ'd\J be a sequence oj'
measures on [a, bJc IR wiTh corresponding masses m i: 0 < m I ~ T and () '0 The
uniT (Dirac) rneasure at X o E (a, b). Then The follmving are equivalenT:

(i) PI:::::; ()\II (weakly);

(ii) Jfdpj ~f(xo) for all fE C"( [a, bJ)

such ThaT If(m)(r) -f(m)(xo)1 is convex in T.

Proof: (i)==>(ii) Obvious [6, p. 316]. In fact (i) implies JfdPI~f(xo)

for all fE C( [a, bJ).
(ii)==>(i) The set of functions {I,(l--xo), (r~x(Y} is a subset of

C"([a, bJ) and for each of them IP"')(r)~f(II1)(xo)1 is a convex function
of T.

Therefore, by assumption, for the posItive linear functionals
L;Cf) = Udp

i
we have LiU) ~f(xo) for any fE {I, (1- x o), (T ~ XO)2}.

Since this triplet of functions is a Chebyshev system, by Korovkin's
theorem for positive linear functionals [12], we get JfdP/~f(xo) for all
fE C( [a, hJ). This implies Pi:::::; (\0 (weakly); see [6]. I

The following result plays an important role in the proofs of this paper.

LEMMA 2. LeI (V, II ·11) be a real normed veclor space and U a slar­
shaped subset oj' V with respecl to X o E U. Let )1", h be positive numbers such
that h ~ II t ~ X O II for each extreme point t =k X o oj" U. Consider a convex
f: U ~ IR such ThaI f(x o)= 0 and

If(x) ~f(y)1 ~ II Ilx-yll ~h, x,yE u. (2.1 )

Then the maximal fimction satisf.\'ing the above conditions is

II'

¢(l)=y; Ilt-xoll, tE U,

so Ihat

f(r)~¢(t) filr all t E U.

Note. If U is convex, then in the lemma we reqUIre that the ball
B(xo,h)cU.

Proof: The function ¢ fulfills all the assumptions of the lemma. Namely,
¢(xo) = 0 and for x,y E U with Ilx - ~ h, we have I¢(x) _.. (My)1 ~ \1". Also,
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one easily sees that ¢ is convex. Next, for tEO U ~ {xo] satisfying
II t - xoll :'( h, consider x EO U such that

_(h-11t-xoll) _ Ilt-xoll_
t- xo+ .\.

h h

Then Ilx-xoll =h. Since/is convex and/(xo)=O, we have

and thereforef(t):'( (1It- xoll/h) f(x). Thus

so

. ilt-xoll
j(t):'( h \t' when lit - X o II :'( h. (2.2)

Now for tEO U such that lit- xoll > h, there is a finite sequence of points
XI ..... X" on the line segment txo such that all of ilxo-xlll. Ilx1-x211.

x2-x1 Ii ...·.llx,,-tll are:'(h and Ilxo-xlll + Ilx l -x211 + ... + Ilx,,-tll =
It-xoll. Furthermore, the function F(t)=f(t)-f(x l ) is convex. F(xl)=O

and fulfills (2.1). Since lit-xIII :'(h. by (2.2) we get /(t)-f(x l ):'(

( t-xlll/h) II'; similarly

Adding up all these inequalities, we find f(t):'( (Ii t- xoll/h) It' when
Ii t- xoil > h. The proof is now complete. I

3. ONE DIMENSIONAL RESULTS

THEOREM 3. Lct r > O. J.l a finitc mcasurc of mass m on an intcrval
[a. h], Xo EO (a. h). Sct c(xo ) = max(xo - a. h - xo) and

(3.1 )

and assumc d,(xo ) > 0, /n ordcr that 11 cxist. \t'C also assumc that

6..J-u ~ I ·4-J
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d;(xo)~ m· (c(xo))'. Next consider f: [a, h] ---> IR for which If(t) -f(xo)1 is
convex in t and

If(s)-f(t)1 ~w when .1', tE [a, b];

Here 0 < h ~ min(xo-- a, h - x o) and H' > 0 are fixed.
A best upper bound is given by

Is-tl~h. (3.2 )

I III (d,(Xo))wnl '--h ' r ??- I,

r ~ 1.

(3.3 )

Remark 4. When m = 1, (3.3) implies

(
d,(Xo))

H·--
II '

I d;(xo )
H'(C(X ).) '--

. 0 h'

r??- I,

r ~ 1.

(4.1 )

If H' = IV I U; h) the modulus of continuity of f in [a, b], and r??- I, (4.1)
becomes

(4.2)

which in case dr(xo) = I· h, I??- 1, turns out to be

(4.3 )

Note that inequality (4.2) is sharp when r= I, namely, equality is attained
byf(t)= It-xol where both of sides are d1(x O ).

COROLLARY 5. For m= 1 and h=d2(xo)~min(.\"o-a,b-xo) we have

(5.1 )

This is also true for fE CB( IR) (the space of real, bounded, continuous
functions on (- OCJ, OCJ)) when h = d2(xo) < OCJ.

Proal Obvious from (4.2). I
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Proof of Theorem 3. Let g(t) =f(l) -fex-o). From Lemma 2 we have

w
Ig(t)1 ~h It-xol·

Thus

I.e.,

Here, equality holds for I( t) = (ll'/h) It - X oI which fulfills the assumptions
of the theorem.

The best constant 0 in (3.4) is given by

O=sup flt-xo l /l(dt),
I'

where /l ranges over all measures on [a, hJ of mass m satisfying (3.1 ).
Letting}' = m - 1/l we determine

where r ranges over all probability measures on [a, hJ satisfying

Note that 0 ~ It - X o I ~ c(xo) = max(xo- a, h - xo). Taking the probability
measure p induced by }' and the mapping t ---> It - X o I and denoting
u= It-xol, we seek

U=supfup(du)
I'

(O~u~c(xo))

over all probability measures p such that

f u r
• p(du) = d;(xo)/m.
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It follows (see [10, II J) that

where

F t = {(z, .;6(z)): °~ z ~ c'(xa)}

is the upper boundary of the convex hull of the curve

F o = {(u', u): °~ u ~ c(xo)}.

When r"? I, Fo is concave and

while, when r < 1. r o is convex and

T,.T ~_ d;(xo ) . ( ))1 ,
L (c Xom

As a result we get the best upper bound

which completes the proof of the theorem. I

An application of Corollary 5 is

COROLLARY 6. Let fE CB[O, :JJ) be such that If(t)-f(xo)1 is a convex
function of t f{Jr a fixed X o "? I. Consider the SZrlsz-Mirakjan operator
applied to f at X o :

n \(1 ~ .I·(~) (n . X,'O)k(U,,fHxo) = I' L
k~O n k.

Then

Proof: Consider (X)jE F~, Poisson (ij.d.) random variables with
parameter xo"?l, so that E(X)=Var(X)=xo. Put Sn=Lj'~IXj' n"?l;

~

then E(S,,/n)=xo and Var(S,,/n)= xa/n. Note that .Jx(J/n~xo, so we can
apply inequality (5.1) for t1 = F,,,,,,, the distribution function of Snln. I
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For differentiable functions we have

339

THEOREM 7. Let r > 0, f1 a finite measure on [a, b] c IR, XO E (a, b) and
c(xo)=max(xo-a,b-xo). Put

(. )1'
d,(xo )= J II-xol' 'Ji(dl)

k=O, I, ... , n;

(7.1 )

Let fE C"[a, b], n 3 I, and assume /P"I(I) -fl"I(XO)/ is convex in t and

ils, tE [a,b] and Is-tl ~h. (7.2)

Here 0< h ~ min(.x-o - a, b - x o) and )j' > °are fixed.
Then

II'
- __ d"+ I(X ) C (X)I Ii" + II 'I
h(n+I)!' 0 0 0 ,

r3n+1

(7.3 )
)j .

___ i'( )(.( ))1" + II ,
h(n+I)!('Xo(Xo .

Note. When r=n+ I and H'=WIU'lnl, h),

r~I1+J.

which, for h= d;; ~ :(xo)/(n + I )!, becomes

(
d" + I (x- ))

E( ) <: /'1")"+ I . 0
X o "WI, , ( I)' .11+ .

Inequality (7.4) is sharp; equality is attained by the function

(7.4 )

(7.5 )

1(1) =

0,



340 GEORGE A. ANASTASSIOU

when h - X o ~ X o~ a, and by the function

(Xo - t)" j I

7(/)= (n+l)!

0,

when h-xo~xo-a.

In the first case an optimal measure p 'IJ is of mass Co (."(0 ), supported by
(xo, h) and in the second case it is of the same mass co(xo), supported
by ~xo, a). In both cases the corresponding masses are [co(xo)­
(eI,,+ /(xo)/c(xo ))" I I] and (eI" + dxo)/c(xo))" + I.

Remark 8, When r=n and H=WIU1"1, h), inequality (7.3) becomes

This is also sharp and equality is attained as in (7.4).

Proof of Theorem 7.

where

By Lemma 2,

Ij' II - xol"+ 1

1
1 I ~- ,c-------'---_

I '" h (n+ I)!

From (7.6), integrating relative to p, we get

I
, . , I ' " Ipk)(xo)1j f dp-f(xo) ~ If(xo)1 ·I('o(xo) -11 + k~1 k! ·lck(xo)1

l\' Ir lid)+ h(n+ I)!" I/-xol" Il( I,

(8.1 )

(7.6 )
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We would like to find

fI=supflt-xol/+1 J.l(dt)
I'
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over all measures J.l on [a,h] of mass co(xo) with (Slt-xolrJ.l(dt))!r=
dr(xo), when dr(xo) > O.

Equivalently, we want

over all probability measures ')' = m- I J.l such that

Note that 0 ~ It - X oI ~ c(xo) = max(xo - a, h - xo). Let p be the
probability measure induced by y and the mapping t -+ 1 t - xol and let
u = It - X oI; we want to find

u=sup f u" t ! p(du)
I'

(O~u~c(xo)),

where p runs over all probability measures on [0, c(xo)] such that

From [10, II] it follows that

where ((z,rj;(z)): O~z~cr(xo)} is the upper boundary of the convex hull
of the curve

When r ~ n + 1, Go is concave and

while, when r<n+ I, Go is convex and
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Note that, for r = n + I, we find

Thus we get the upper bound

I
, . . I . . " Ipk'(xo)1
Jj dp-j (xo) ~ Ij(xoJI ·lco(xo) - II + kLI k! 'lcdxo)1

H'
+ II.

h(n + I J!

This completes the proof of the theorem. I

COROLLARY 9. Lei xoE(a,h) and fEC'([a,h]J he such thai
1f'(I) - f'(xoJI is a convex junction of t. Let p he a prohahility measure on
[a, h] for which St J1(dt) = X o and

(

I'

J(I - xo)2 {l(dt))' - = d2(x o) > O.

I( d~(xo) ~ 2 min(xo-- a,h-- xoJ, H'e get the sharp (attained) inequalitl'

(9.1 )

And if d 2(x o)~ 2min(Yo- a, h xo), Ire ohtain the sharp inequality:

(9.2)

(10.1 )

COROLLAR Y 10. Let the random wriahle X have distrihution p,
E(X)=xo and Var(X)=(J2<x. Consider those fEC'(IR) for which

Ef(X) <x and if'(t) -f'(Yo)1 is convex in t. Then Ire have the sharp
inequality (attained hyf(t) = (I-Xo)2):

IEj(X) -f(xo)1 ~ min {WI (/" ~2), w, (/', %) (J}.

The next result will be used in Theorem 12,

LEMMA II. Let XoE (a, h) c IR, and let c,(xo) and co(xo) > 0, ddxo ) > 0
he giren numhers. Consider all measures p on [a, h] of mass co(xo) such that

J(1- xo) 11(dt) = cdxo), JIt x ll ! Iddt) = ddxo)· Pul

• (( x o )2
U(xo)=supl .. Iddt),

i' • ( 0(.1: () J
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(11.1 )

An optimal measure is supported by {a, x o, b}.

Proof Easy. I
Inequality (7.3) can be improved if we know more about J1. One result in

this direction is

THEOREM 12. Under the hypothesis of Lemma 11, let fEC'([a,bJ)
with w,(f',h) ~ w, where w, h are given positive numbers such that
0< h ~ min(xo- a, b - x o). Suppose If'(t) - f'(xo)1 is a convex function of t.

Then

(12.1 )

This inequality gives a best upper bound.

Inequality (12.1) is sharp, namely, it is attained when co(xo)= 1,
c1(XO ) = 0, wItf', h) = w,f(t) = (t - xo)2/2 and J1 is the probability measure
supported by {a, Xo, b} with masses

respectively.

Proof Easy. I
Note. When n = r = 1, inequality (12.1) is better than the corresponding

inequality (7.3).
An application to Corollary 9 is

COROLLARY 13. Let fEC'([O, IJ) be such that 1f'(t)-f'(xo)1 is a
convex function of t, let X o E (0, 1) and consider the nth Bernstein operator
applied to f at xo: (B"f)(xo) = L:Z ~ of(k/nHi:) x~(1 - xo)" - k. Then

(i)

MO/5I/4-5

I(B,J)(xo) - f(xo)1

(13.1 )



344 GEORGE A. ANASTASSIOU

(ii)

~U)l(f',~)~,
4 v n 2~n

n

(13.2)

Proof (i) Let (X/tc N be Bernoulli (i.i.d.) random variables such that
P(X/=O)= I-xu, P(Xj = 1)=xo; then E(X)=x(j, Var(X)=xo(1-xo).
Put Sn = 2..:;'~ 1 Xi' n? I; then E(S,,/n) = Xo and Var(Sjn) = x o(1 - xo)/n <
2 min(xo, 1 - .\'"0)' Now apply inequality (9.1) to J1 = F,,,!lp the distribution
function of S,,/n. Further, note that max o«II < I (xo(1 - xo)) =~, being
attained at X o =~.

(ii) Proved similarly. I

An application to Corollary lOis

COROLLARY 14. Let f be a real fimction, bounded and having a con­
tinuous bounded derivative on (-- (f--J, (fj) and let I f'(t) -f'("0)1 be a convex
function olt fc)r some fixed XoE IR. Consider the nth Weierstrass operator
applied to f at X o :

(W,,f)(xo ) = In/n Jj j f(x) I' nl\ \01' dx.

Then

(14.1 )

Proof: As that of Corollary 13. Here the random variable X has the
normal distribution (xo,~) with density (I/~) I' Ix xo)'. Then apply
inequality (10.1). I

Remark 15. In Theorems 3, 7 and related results, when X o = 0 and
h ~ min( Iai, b), we can use instead of WI

for and integer m ? O.
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4. MULTIDIMENSIONAL RESULTS
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DEFINITION 16. For f a continuous real valued function on a compact
subset Q of ~\ k ~ 1, its modulus of continuity is

Wl(f,h)=sup{lf(x)-f(Y)I:all x, yEQ, Ilx-yli :S.h},

where 11·11 is a norm in ~k.

THEOREM 17. Let Q he a compact and convex suhset of ~" k ~ 1, let
X o = (X Ol ' ... , XOk) E Q he fixed and let 11 he a prohahility measure on Q. Let
fE CI/( Q), n ~ 1, and suppose that each nth partial derivative f~ = ?'!IDx\

where CJ. = (11" ... , I1d, et i ~ 0, i = 1, ... , k, and letl = L:7~ let i = n has, relative to
Q and the I,-norm, a modulus of continuity (})l(f" h):S. w, and each
It~(x)-f~(xo)1 is a convexfimction ofx. Here hand ware given positive
nl/mhers, and h is chosen so that the hall in ~k: B( X(H h) is contained in Q.
Then

I
f fdll-f(xo)1 :S.I f ~J g~)(O) ll(dX)1
Q J~I} Q

It' "
+ I Ilx-xoll/+ 1 p(dx),

h(n + I)! 'Q

It'here g,(t)=f(xo+t(x-xo)), t~O.

Proof

. _ _ _ _ 1/ giUJi
f(-" ..·,-d-g,(l)- I -.-, +RI/(z,O),

I ~ 0 }.

where

(17.1 )

( 17.2)

(17.3 )

is the jth derivative of gzlt) =f(xo + t(z - xo)) and

By Lemma 2 we get

. w
If'(xo+ t(z - xo)) -f,(xo)1 :S. h t tlz - xoli, all t ~ O.
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It follows from (17.3) that

IRII(x, 0)1

:s;j'lfj"' ... fr'" ,( I l1!n;~llzI<'o/l>'~llz-xolltll)'dtlll ... l'dtl
.oL·o L·o I>I~II exl!"'C(k! h J J
)I' Ilz-xoli"+ I

h (11 + I)!

Therefore

~ W Ilz-xoll"+ I

IR,,(z,O)I""h (11+1)! for all Z EO Q. (17.4)

Note g ,(0) =f( xo). Integrating (17.2) relative to p and using (17.4), (17.1)
follows. I

Remark 18. Let 11 be even and let Q be the closed line segment in IRk
(k ~ 1) joining

(-1,-1, ... , -I) to (1,1, ... ,1).

Let xo=O, let O<h:S;1 and take w=max{wIU~,h): all ex such that
ICiI = 11}. For f(x) = Ilxll" t 1/(11 + I)!, 11·11 the II norm in IRk, equality is
attained in (17.1 ).

Namely, all f,( x) = II x II are convex functions so that w IU~, h) = hand
g~il(O) = 0 for all O:S;j:S; 11.

lllustration 19. (i) For Q= {x EO IRk: II xIII, :s; 1 } we have

I, I I" 1 ' I' fdfl-f(xo):S; I... ~ j g~il(O) p(dx)
"0 j~IJ· 0

+~ (1 + lixoll)"+1
h (n + 1)!

where h is such that B(xo, h) c Q.

(ii) For Q = [x EO IRk: - i:s; xI:S; i, i = 1, ... , k}, ;, > 0, we get

Itfdp -f(xo)I :s; I/tl'~ f
Q
g~'(O) P(dX)!

)I' (1lxo II + V)"+ I
+------

h (11+1)l

where II ·11 is the 11 norm in IRk and B( xo, h) c Q.

(19.1 )

(19.2 )
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COROLLARY 20. Let the random vector (XI' ... , Xd take values in a con­
vex subset Q of ~\ with distribution function J1 and expectations E(XJ = xo/,
i = 1",., k. Thus X o = (X01 , ... , X Ok ) is a fixed point of Q. Further, put
(J Ilx ~ X o f J1(dx))1!2 = (J, where. 11·11 denotes the II norm in ~k. Let f have
continuous first order partial derivatives on Q, let f and these derivatives be
bounded on Q and let If,(x) -f,(xo)1 be a convex function ofxfor i = 1, ... , k,
ll'here f, is the ith first partial derivative olOl For h > 0 set

w fU;, h) = max {OJ If,, h): i = 1, ..., k }.

l/h=(J2/2 and B(xo, (J2/2)cQ, then

(20.1 )

1/ h = (J/2 and B(x()l (J/2) c Q, then

(20.2)

Prool Apply Theorem 17 with n= 1 and \I'=wfU;, h). I

Remark 21. Let 1', C(xo), Dr(x o) be given positive numbers. Assume the
convex and compact set Q lies in the ball 0::::; II x - Xo II I, ::::; C( xo) and that
the probability measure J1 on Q satisfies (Jllx-xoll~,'J1(dx))'/r=Dr(xo).

Then, using standard moment methods, we find that the remainder term on
the right-hand side of (17.1) is ::::;(w/h(n+1)!)D;I+I(xo) if r:?n+1,
and::::;(w/h(n+1)!) D;(xo)(C(X O))(11+1 1 r if r::::;n+1. Thus we have
generalized (7.3) to higher dimension.

As a further result we have

PROPOSITION 22. Take Q a contlex and compact subset 0/ ~\ let
Xo = (XO]' ... , X Ok ) E Q be fixed and let J1 be a probability measure on Q. Let
fEC(Q), If(x)~f(xo)1 being a convex function of x, Assumefhas, relative
to Q and a norm II ·11 in ~k, a modulus of continuity for which WI (f, h) ::::; w.
Here h, ware given positive numbers such that the ball B(xo, h) c Q. Then

(22.1 )

This inequality is sharp; equality is attained by f(x) = Ilx - X o II when
w = (j) 1(f, h).

Proof Obvious, using Lemma 2. I
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Remark 23. Assume the first two sentences of Remark 21, except that
instead of II ·11/, take any norm in IRk. Then, using standard moment
methods, we obtain a best upper bound:

I

r /df.l-/(XO)I :s;
.()

l\'
- Dr(xo), if
h

It'
/; D;(xo)(C(xo))[

r ~ 1.

if r:S; 1.

(23.1 )

This is a generalization of inequality (3.3).
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